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Client Availability in Federated Learning

We take into account the Heterogeneity and Correlation in Client Availability

• Optimize training to make the best use of available client resources

• Minimize the impact of less available and correlated clients
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Quadratic Example
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3) Heterogeneous and Correlated Client Availability
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•         set of active clients at time t

•                 is a discrete-time Markov chain                
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Assumption to model the heterogeneous
and correlated client availability

If clients’ availabilities are independent:
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Total error : optimization error + bias error
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C. Assign aggregations                        to the included clients

A. Exclude clients (             ) with low availability      

B. Exclude clients (             ) with large correlation 

Guidelines
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• If  
 
    Exclude client k

Correlation-Aware FL (CA-Fed)
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(2) For k in [K], starting from the 
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Only the clients 
 
                                  train 

(3)

Correlation-Aware FL (CA-Fed)
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• Trade-off:

More  
Available
Minimize the 

optimization error

Faster convergence 
to a biased objective
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Minimize the 
bias error

Slower convergence 
to the target objective



• We compare CA-Fed with More Available, Unbiased, AdaFed, and F3AST
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• We compare CA-Fed with More Available, Unbiased, AdaFed, and F3AST
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Experimental results

CA-Fed achieves higher accuracy in a shorter time 

(a) Synthetic LEAF (b) MNIST (c) CIFAR10



• First convergence analysis under heterogeneous and correlated client availability


• Adaptively excluding less available and highly correlated clients can be effective


• Further discussions and experiments in our paper!

Conclusions

Thank you for your attention!
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